Nuclear tunneling effects of charge transport in rubrene, tetracene, and pentacene
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The mechanism of charge transport in organic materials is still controversial from both experimental and theoretical perspectives. At room temperature, molecular deformations interact strongly with the charge carrier both through intermolecular and intramolecular phonons, suggesting a thermally activated hopping mechanism as described by the Marcus electron transfer theory. However, several experimental measurements have indicated that the electronic transport behaves in a “bandlike” manner, as indicated by a decrease in mobility with increasing temperature, in contradiction to the Marcus description. Bandlike first-principles calculations based on the Holstein–Peierls model tend to overestimate the charge mobility by about 2 orders of magnitude. Here, a hopping model is derived that not only quantitatively describes the charge mobility but also explains the observed bandlike behavior. This model uses the quantum version of charge-transfer theory coupled with a random-walk simulation of charge diffusion. The results bridge the gap between the two extreme mechanisms. This first-principles method predicts the room-temperature hole mobilities to be 2.4, 2.0, and 0.67 cm2/V s, for rubrene, pentacene, and tetracene, respectively, in good agreement with experiment.
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I. INTRODUCTION

Charge transport in organic semiconductors has aroused strong interest in recent years.1–4 Room-temperature mobility as high as a few tens of cm2/V s for single-organic crystals have been reported. However, the reported mobilities are strongly dependent on sample preparation and measurement techniques (including the device structures).1 It is important to gain a complete theoretical understanding of the intrinsic mobility in organic materials, independent of sample preparation, charge injection, or interfaces and to eventually predict the mobility from first principles. Theoretically, there have been two extreme models for transport: hopping and bandlike. The former describes the thermally activated hopping of a charge over a barrier, which results in mobility increasing with temperature due to increased thermal activation. The latter describes a delocalized charge undergoing coherent motion, which results in mobility decreasing with temperature due to increased phonon scattering. A Holstein–Peierls model coupled with first-principles calculation successfully demonstrated bandlike transport behaviors.5–7 However, the calculated charge mobility is about 2 orders of magnitude larger than experimental value for extra pure organic crystals.7 On the other hand, past work on charge transfer (CT) in complex organic and biosystems has found that the reorganization accompanying CT, both in the molecule and the surroundings, is typically quite large for organic systems. This reorganization therefore plays an important role in determining the CT processes, such as in the description of the Marcus theory.8 Indeed, several groups have investigated the electron transport by using a Marcus hopping model to successfully describe organic semiconductors.9–14 For example, in oligothiophenes (Tn, n=2–8), it has been shown that the hopping model can quantitatively describe the effects of both molecular size and crystal packing on the charge mobility.15 These results not only help to understand the structure-transport relationships at the molecular level but also indicate that the hopping mechanism is a reasonable description of charge transport in these organic materials, at least at room temperature.

However, several recent measurements indicate that the mobility decreases with temperature, which points to a bandlike mechanism of carrier transport.16–20 For example, in the rubrene single crystals that have recently aroused wide interest, a bandlike transport behavior has been demonstrated from T=170 to 300 K.4,19,20 Similar behavior has also been demonstrated in purified pentacene from 225 to 340 K.17 Rubrene is derived from tetracene by attaching four phenyls as side groups (see Fig. 1). Based on band-structure calculations and analysis of electronic couplings, da Silva Filho et al.21 attribute the high mobility in rubrene to the presence of optimal pathways, in the rubrene crystal structure, for hopping of the hole through the phenyl side groups. This is in contradiction to a recent Raman spectroscopy study which found that the intermolecular interactions in rubrene are much weaker than those in polyacenes.22 From both experimental and theoretical perspectives, the underlying transport mechanism in rubrenes and polyacenes remains unclear.

To explain the bandlike temperature dependence of the mobility, Troisi and Orlandi23–25 argued that the thermal fluctuation in the electron transfer integral t are very large for organic systems. They simulated a one-dimensional (1D) stack of organic molecules and showed that the mobility decreases with temperature because the temperature increases the thermal disorder, which leads to charge localization and a decrease in mobility. This description accounts for the observed temperature dependence without invoking a bandlike model.25 This effect of thermal fluctuations has been previously ignored due to thermal averaging over the phonon...
states. However, the thermal disorder is known to be much more pronounced for 1D systems, thus the fluctuation amplitude of $t$ was found to be about the same as the value of $t$ itself. For real three-dimensional (3D) materials, such fluctuation should play minor role for charge transport, since first, the thermal fluctuation itself would be much reduced for 3D and even if there is such fluctuation, the charge can make deviation.

In a previous study, based on both the Holstein-Peierls model and the model of Troisi, we indeed found a band-like temperature dependence in organic materials. But both models required mapping a complex molecular system onto a simple model, with the associated risk of losing important aspects of the actual chemical system. In particular, as pointed out above, the 1D nature of the Troisi model amplifies the thermal fluctuation effects to an unrealistic level. On the other hand, although the Marcus theory has been successfully applied to molecular design, it invokes thermal activation and thus fails to give a bandlike description. In this work, we propose a method that couples quantum CT theory with a random-walk simulation. We find that by including the effects of quantum nuclear tunneling, the bandlike temperature dependence can be explained within a hopping model and, at the same time, the approach possesses the advantage of correctly predicting the intrinsic mobility for organic materials. This is both useful for molecular design and for fundamental understandings of transport mechanisms in organic systems.

Figure 2. Schemes related to hole transfer processes. (a) The reaction pathway for charge exchange due to transfer of a hole from molecule A to molecule B over a barrier within the harmonic oscillator approximation. (b) The reorganization energies for neutral and cationic molecules.

II. METHODOLOGICAL APPROACH

In classical Marcus theory, charge transport is modeled as sequential motion over barriers, with a rate that is proportional to $e^{-\Delta ET/\sqrt{T}}$, where $\Delta = \lambda/4$ is the barrier height and $\lambda$ is the total reorganization energy (see Fig. 2). For the CT processes in a molecular dimer, $A$ and $B$, the initial state is represented as $|A^+B\rangle$, and the final state is represented as $|AB^+\rangle$.

A. Quantum charge-transfer rate

The general quantum-mechanical CT rate was derived by Jortner and Lin et al. It starts with the Fermi golden rule,

$$k_{\text{CT}} = \frac{2\pi}{\hbar^2} |V|^2 \sum_{\nu} \sum_{\nu'} P_{\nu\nu'}(\Theta_{f\nu'}(\Theta_{i\nu}))^2 \delta(\omega_{\nu\nu'}, k_B T).$$

where $V$ is the electronic coupling (or transfer integral) between initial and final states, $\Theta_{i\nu}$ is the nuclear vibration wave function of the initial (final) states, consisting of product of (independent) harmonic oscillators, $\Theta_{i\nu} = \prod \chi_{\nu}(Q_j)$ and $\Theta_{f\nu'} = \prod \chi_{\nu'}(Q'_j)$, (see Fig. 2) where the wave function of a harmonic oscillator is

$$\chi_{\nu}(Q_j) = (\beta_j^2 \sqrt{\pi} 2^{\nu_j} \nu_j! H_{\nu_j}(\beta_j Q_j) \exp(-\beta_j^2 Q_j^2/2).$$

Here, $\beta_j = (\omega_j/\hbar)^{1/2}$ and $H_{\nu_j}$ are the Hermite polynomials. $P_{\nu\nu'}$ is the distribution function for the collection of quantum $\nu_j$ of the initial state and is given by

$$P_{\nu\nu'} = \sum_{\nu} \exp\left(-\frac{E_{\nu\nu'} k_B T}{k_B T}\right)^{-1} \exp\left(-\frac{E_{\nu\nu'}}{k_B T}\right) \prod_j 2 \sinh\left(\frac{\hbar \omega_j}{2k_B T}\right)^{-1} \exp\left(-\frac{\hbar \omega_j (\nu_j + 1/2)}{k_B T}\right).$$

By redefining $P_{\nu\nu'} = \prod P_{\nu_j}$ and expressing the $\delta$ function as a Fourier integral in time, Eq. (1) may be recast as
where $G_j$ is

$$G_j(t) = \sum_{i_j} \sum_{i_{j'}} P_{i_j i_{j'}} \langle \chi_{i_j} \mid \chi_{i_{j'}} \rangle^2 \times \exp \left\{ i \left[ \left( v_j + \frac{1}{2} \right) \omega_j - \left( v_{j'} + \frac{1}{2} \right) \omega_{j'} \right] t \right\},$$

To evaluate $G_j$, the Slater sum (Mehler’s formula) is employed:

$$\sum_{n=0}^{\infty} \frac{1}{\sqrt{\pi n!}} H_n(x) H_n(x') \exp \left\{ - \frac{1}{2} (x^2 + x'^2) \right\} = (2 \pi \sinh t)^{-1/2} \exp \left\{ - \frac{1}{4} (x + x')^2 \tanh \frac{1}{2} t \right\}$$

where $H_n(x)$ are the Hermite polynomials. By the use of the vibrational wave functions [Eq. (2)], it is easily seen that

$$G_j = \frac{\beta_j \beta_{j'}'}{2 \pi \sinh \kappa_j \sinh \mu_{j'}} \int dQ_j' dQ_j dQ_{j'} dQ_{j'}'$$

$$\times \exp \left\{ - \frac{1}{4} \beta_j^2 \left[ (Q_j' + Q_{j'})^2 \tanh \frac{1}{2} \mu_j' + (Q_j - Q_{j'})^2 \coth \frac{1}{2} \kappa_j \right] + (Q_j - Q_j')^2 \coth \frac{1}{2} \kappa_{j'} \right\},$$

Here, $\mu_j = \omega_{j} t + (\omega_{j} t + \omega_{j} t + kT)$ have been used. Under the displaced harmonic oscillator approximation, $\Delta Q_j = Q_j' - Q_j$ and $\omega_j = \omega_j$. Eq. (7) becomes

$$G_j = \exp \left\{ - S_j \left[ \coth \frac{\omega_j}{2kT} \right] - \csc \left( \frac{\omega_j}{2kT} \right) \right\},$$

where $\coth(x) = \frac{\cosh x}{\sinh x}$ and $\csc(x) = \frac{2}{\sinh x}$ are used. This can be further simplified using the phonon occupation number,
\[ V = \langle \phi_{\text{HOMO}}^{\text{site} 1} | F^0 | \phi_{\text{HOMO}}^{\text{site} 2} \rangle, \]  

where \( | \phi_{\text{HOMO}}^{\text{site} 1} \rangle \) and \( | \phi_{\text{HOMO}}^{\text{site} 2} \rangle \) represent the HOMOs of the two adjacent molecules, 1 and 2, when no intermolecular interaction is presented. \( F^0 \) is the Fock operator for the dimer, and the suffix zero indicates that the molecular orbitals appearing in the operator are unperturbed. However, it has been shown that the HF bandwidth (closely related to the transfer integral) for a polymer is always about 20\%–30\% larger than the result from (photoemission) experiments. Moreover the electronic coupling from the density-functional theory (DFT) orbital is usually about 20\% less than that from HF. Therefore, we use the Kohn-Fock operator instead of the Fock operator to obtain the transfer integral in the framework of the DFT. Here, the Kohn-Fock operator is

\[ F^0 = S C e C^{-1}, \]  

where \( S \) is the intermolecular overlap matrix, and \( C \) and \( e \) are the dimer Kohn-Sham orbital’s coefficients and energies. The noninteracting molecular orbitals of the two individual molecules are calculated separately by the standard self-consistent field procedure. These noninteracting orbitals are then used to construct the dimer Kohn-Fock matrix. Namely, it takes directly the unperturbed individual molecule’s orbital and density matrix to guarantee that originally, the two molecules are noninteracting, and only when putting them together, one can get interaction information with respect to the individual molecules in the spirit of first-order perturbation. All of the calculations are performed with the GAUSSIAN 03 package. The PW91 exchange and PW91 correlation functionals plus a 6-31G* basis set are employed, which has been shown to give the best description for electronic couplings at the DFT level. This direct method was widely used by Troisi et al. in studying pentacene, DNA, and rubrene, by Senthikumar et al. and by our group in our previous work. There are other methods for transfer integrals, such as site-energy correction method and minimal energy splitting method. Our recent calculation has proved that all these three approaches are almost equivalent in determining the transfer integrals of pentacene dimers with different tilt angels.

\[ \text{C. Random-walk simulations for mobility} \]

Given the quantum CT rates, the charge mobility may be obtained by assuming a diffusion process and using the Einstein formula \( \mu = \frac{D}{k_B T} \). The isotropic charge diffusion constant \( D \) is simulated by a random walk through the molecular crystal structure (see Fig. 1). We choose one molecule as the initial charge center. The charge hops between nearest-neighbor molecules with a probability \( \rho_a = \frac{k_F^a}{\sum_j k_F^j} \) for the \( a \)th pathway, with the summation in the denominator running over all the pathways in 3D. The hopping time is \( 1/k_F^a \) and the hopping distance is taken to be the molecular centercenter distance. At each step, a random number \( r \) uniformly distributed between 0 and 1, is generated. If \( \sum_{a=1}^{\langle j \rangle} \rho_a < r \leq \sum_{a=1}^{\langle j \rangle} \rho_a \), then the charge is assumed to move along the \( j \)th direction. We save the squared displacement every 100 ns, which is much larger than the time cost in the transfer be-

\[ \text{FIG. 3. (Color online) (a) Squared displacement versus simulation time for rubrene. Each thin solid line represents the individual simulation. The thick solid line means the average over 2000 simulations. (b) The error in estimating the mobility vs the number of simulations for rubrene.} \]  

tween the neighbors. The time for each random walk is chosen to be 10 \( \mu s \), which is again much larger than the time of the snapshot. The displacement between the initial and final points is then evaluated. In order to obtain a converged diffusion constant, as indicated by a linear relationship between the square of the diffusion distance and the diffusion time, a few thousand times of simulation are performed. The diffusion constant is then obtained as \( D = \lim_{t \to \infty} l(t)^2/6t \), where \( l(t)^2 \) is the mean-squared displacement. In this paper, 2000 simulations have been performed to get a converged mobility. In Fig. 3(a), we plot the results of ten simulations as well as the average of 2000 samples for rubrene. It should be mentioned that such simulation actually gives the 3D averaged mobility although our calculations are based on the structure of single crystals.

To achieve the statistical error of the diffusion constant, one would sort to carry out many times such process, each of which contains 2000 simulations, but this would be much time consuming. Thus, we adopt a simpler sampling approach. We suppose that the 2000 simulations for mobility are large enough. Each simulation result is regarded as a point. We randomly select one point out of the 2000 points for 2000 times. Then we can have another set of 2000 points. It should be noted that the same point could be selected several times because each selection is independent. We do such random process for 100 times and calculate the mobili-
ties \{\mu_i\} separately. The error of the diffusion constant simulation is evaluated by $\frac{1}{2}\max(\mu_i) - \frac{1}{2}\min(\mu_i)$. Figure 3(b) shows the error of the mobility as a function of the number of samplings. We can see clearly that the error of the mobility depends on the used samples and come to converge when the number of the sampling is larger than 1500. This proves that our 2000 samples are enough to cover the whole sample space.

Note that organic crystals typically have layered structures with weak couplings between layers. Thus, the isotropic diffusion assumed previously \cite{11-13} is not valid where $D = \frac{1}{2\hbar^2} \sum_j k_j P_j$ has been used and the details for the symbols can be seen there. The present approach works well for general 3D anisotropic cases and is equivalent to the above isotropic diffusion when all the directions are isotropic. We have also carried out simulations for a pure two-dimensional (2D) layer, and comparison between 2D and 3D will be discussed later. The simulation results should be close to measurements done on a well-ordered solid film since the random-walk simulation represents a spatial average. Defects, microcrystalline boundaries, as well as film morphology, are neglected at this stage. We are currently extending the present approach to include such effects.

III. RESULTS AND DISCUSSION

The information of all the vibrational modes such as frequencies and reorganization energies are required in Eq. (10). The total reorganization energy $\lambda$ includes the molecular geometry modifications that occur when a charge is added or removed from a molecule (inner reorganization) as well as the modifications in the surrounding medium due to polarization effects (outer reorganization). Here, we focus on the inner reorganization energy that reflects the geometry relaxation energies of one molecule (which accepts the hole) going from the neutral-state geometry to the positively charged-state geometry and an adjacent molecule (which donates the hole) evolving in the opposite way (see Fig. 2). The $\lambda$ terms were evaluated in two ways: (i) they were computed directly from the adiabatic potential-energy surfaces of neutral and charged species; (ii) they were obtained on the basis of a normal-mode (NM) analysis, which divides the total relaxation energy into the contribution from each vibrational mode.

The geometries of the neutral and charged species were optimized at the DFT level with the hybrid B3LYP functional and 6-31G** basis set, and the vibrational frequencies and NMs were evaluated. The reorganization energy and Huang-Rhys factor of each NM can then be obtained through the DUSHIN program developed by Reimers. The total reorganization energies obtained from the adiabatic potential approach ($\lambda = \lambda_1 + \lambda_2$ in Fig. 2) are 150 and 105 meV for rubrene and tetracene, respectively, in good agreement with previous calculations. These values are very close to those obtained by summing the reorganization energies from the individual normal modes, 150 and 109 meV, respectively. This agreement indicates that the harmonic oscillator approximation provides an excellent description of the CT process for the present molecules. The reorganization energies for each normal mode are presented in Fig. 4. Rubrene differs from tetracene in the low-frequency region due to the twisting motions of the four phenyl groups being strongly coupled with the CT process. We also see that for both molecules, the high-frequency modes (C-C bond-stretching) present dominant electron-phonon couplings, and it will be shown below that these couplings lead to the bandlike behavior for the mobility.

From Eqs. (13) and (14), we can obtain the transfer integral along any direction in the crystals. Our calculation shows that the largest transfer integral for rubrene comes from the $a$ direction (102.4 meV) which is larger than that for tetracene and pentacene, respectively. This can be understood from the molecular packing. Both rubrene and tetracene (or pentacene) have a herringbone motif in the $ab$ plane where the most significant electronic couplings are found. However, the modulation of the phenyl side groups in rubrene makes the long molecule axis lie in the $ab$ plane in rubrene, while in tetracene (or pentacene), they come out of that plane. This modulation leads to no short-axis displacement along the $a$ direction and cofacial $\pi$-stack with some long-axis displacement. Although such long-axis sliding goes against the electronic coupling between adjacent molecules, Brédas et al. showed at the INDO level that the sliding happens to the place where the interaction between the $\pi$-atomic orbitals constructively reaches a maximum and results much larger electronic coupling along $a$ direction than along $b$ direction. This is consistent with our calculation for rubrene.

The CT rates for all dimers are numerically calculated through Eq. (10). For computational convenience, we can rewrite Eq. (10) as

$$k_{CT} = \frac{2}{\hbar^2} |V|^2 \int_0^\infty dt \exp \left[ -\sum_j S_j (2\bar{n}_j + 1)(1 - \cos \omega_j t) \right] \times \cos \left( \sum_j S_j \sin \omega_j t \right).$$

FIG. 4. Contribution of the individual vibrational modes to the relaxation energies for neutral ($\lambda^{(1)}_i$) and cationic ($\lambda^{(2)}_i$) molecules of rubrene and tetracene; (a) neutral rubrene; (b) cationic rubrene; (c) neutral tetracene; and (d) cationic tetracene.
For rubrene, the integrand of Eq. (15) decays quickly with time, see Fig. 5, where the integrand goes to zero when the time reaches 100 fs. It is thus enough to use 0–150 fs as the integration region. The Simpson integration method is applied to calculate Eq. (15) with the integral region being divided into 500 intervals. However, convergence problems may arise in the time integration of Eq. (15), as occurred in the case of tetracene. The integrand oscillates with time and does not show any decay. We therefore apply a short-time approximation for the mode that possesses the most significant Huang-Rhys factor:

\[ e^{i\omega f} = 1 + i\omega f + \frac{1}{2} (i\omega f)^2, \]

where the last term provides an overall decay factor of \( e^{-\omega^2 f^2/2} \) in the integrand and guarantees the convergence. For tetracene, the mode with the largest Huang-Rhys factor \( S_1 = 0.11 \) is that with \( \omega f = 1592 \text{ cm}^{-1} \). We have verified that even in the case of rubrene, where Eq. (15) can be easily integrated without approximation, the short-time approximation works well if the mode with strongest electron-phonon coupling is selected (see Fig. 5).

Figure 6(a) shows the temperature-dependent CT rate of the most closely packed dimer along \( a \) direction in the rubrene single crystal. The transfer rate becomes independent of temperature below 5 K (see the inset), as expected for nuclear tunneling. It then increases with temperature and reaches a maximum at about 130 K and finally starts to decrease. From the mobility curve of Fig. 6(b), it is seen that, overall, the mobility behaves bandlike (decreasing with temperature). Meanwhile, there are some fine features at low temperatures. The mobility decreases rapidly from 1 to 10 K and then increases slowly with temperature until 30 K, and when above 30 K, it decreases again. These can be fully justified by the general \( k_{CT}/T \) behavior. At very low temperature, the CT rate is independent of temperature, so the mobility decreases as \( 1/T \). Then, the CT rate enters a region corresponding to thermal activation over a barrier. In classical Marcus theory, the barrier height is \( \frac{\Delta E}{2} = 150/4 \approx 37.5 \text{ meV} = 435 \text{ K} \). The nuclear vibrational effect reduces this height to only 130 K. Thus, when \( T > 130 \text{ K} \), the barrier is fully overcome and the carrier behaves like a bandlike hole.

For tetracene, see Fig. 7, both \( k_{CT} \) and \( \mu \) differ considerably from those of rubrene. Up to 70 K, \( k_{CT} \) remains constant due to nuclear tunneling and then starts to decrease. The bandlike behavior for mobility is seen for the whole range of temperature. We conclude that for tetracene, or similarly other polyacene, the hopping character should not be observed because the vibrational modes that are strongly coupled with hole motion are of high frequency. These crystals mainly exhibit bandlike behaviors due to the nuclear tunneling associated with high-frequency modes.

At this stage, some notes should be given. The present mobility reflects the averaged diffusion ability for 3D space.
but the molecular crystal is usually anisotropic. Thus, the direct comparison between our data and the experiment measurements along each direction is not reasonable. Since only intramolecular modes are considered here, the mobility versus temperature behavior along each direction is the same as the 3D random-walk simulation which is decided by the integrand of Eq. (10). The experimental measurements indeed demonstrated that mobility versus temperature behavior is the same for $a$ and $b$ directions.\(^{16,20}\) It can be seen that our predicted mobility versus temperature behavior is consistently close to that from 175 to 300 K (Refs. 16 and 20) and is still reasonable in lower-temperature region.\(^{19}\) We also note that such bandlike behaviors over the whole range of temperature have been evidenced clearly in experiments for naphthalene and anthracene single crystals\(^{18}\) and for tetracene single crystal.\(^{20}\) Meanwhile, the calculations for naphthalene with Hoste-Feiels model further show that the dependence of the mobility on temperature is almost the same along different directions for hole transport where intermolecular modes have been included.\(^{5,7}\) As analyzed above, intramolecular modes exhibit bandlike behavior; it seems that the intermolecular vibrations can contribute similar mobility versus temperature relation to intramolecular vibrations in naphthalene for hole transport. Because the mobility sensitively depends on molecular packing,\(^{7,41,42}\) whether it is such case for rubrene and tetracene, it needs to be further investigated. Despite of the 3D average, the present calculation can also predict the transport ability for each system reasonably. For example, the room-temperature mobility is calculated to be 2.4 cm\(^2\)/V s for rubrene and 0.67 cm\(^2\)/V s for tetracene. Note that our calculation for pentacene at the same level gives a value of 2.0 cm\(^2\)/V s for the room-temperature hole mobility, which is smaller than the value of rubrene even though the reorganization energy of rubrene (150 meV) is much larger than that of pentacene (92 meV). This is consistent with the experiments.\(^{43}\) Our previous calculation for thiophenes also shows that such average can give reasonable prediction for charge transport.\(^{15}\)

We next compare 3D and 2D simulations to reveal the anisotropic behavior of the transport. In fact, in organic field effect transistor devices, it has often been assumed that only a single or very few molecular layers close to the organic/insulator interface participate in electrical conduction because of the transverse modulation by the gate bias. In an extremely ideal case, the $a$-$b$ plane of the herringbone structure is parallel to the (perfect) interface. Then a 2D simulation will give an estimate on how the mobility anisotropy behaves. We list the room-temperature hole mobility for pentacene, rubrene, and tetracene in Table I. It is seen that due to the weak interlayer coupling, the mobility is reduced by about a factor of 2.3–2.8 from 2D to 3D structures. As far as we know, the mobility of thin films for pentacene and rubrene can reach 1.5 (Ref. 44) and 0.7 cm\(^2\)/V s,\(^{45}\) respectively. Since grain boundaries and interfacial disorder inevitably exist in thin films and limit the charge transport, it is not ready for a detailed comparison between measured and calculated data.

Finally, we should point out some limitations of the present approach. A number of approximations have been made regarding the hopping mechanism: (i) temperature-independent electronic coupling $V$ is assumed although $V$ is subject to thermal fluctuation as pointed out by Troisi;\(^{23–25}\) (ii) the simple dimer model has neglected the external polarization and the contribution of surrounding molecules to the reorganization; and (iii) strong dissipation is assumed to validate the hopping mechanism, which completely ignores the quantum recrossing (coherent) events. (The intermolecular electronic couplings are large enough to cause such coherent effects, and here only quantum nuclear tunneling is considered in the hopping framework.) As pointed out earlier, a first-principles quantum coherent model such as the Holstein-Peierls model overestimates the mobility by 2 orders of magnitude.\(^{7}\) Fluctuations certainly lead to a localized charge description which, to some extent, conforms to the hopping model. The intermolecular vibrations are important for charge transport. For instance, the coupling of the CT process with the low-frequency modes in the surrounding medium would introduce a friction to the charge motion and eventually reduce the mobility. How the intermolecular modes affect the mobility versus temperature behavior is difficult to answer and consists of great challenges in such complex systems as organic semiconductors. There is clearly still considerable work needed to obtain a complete description of charge transport in soft organic materials. Nevertheless, the present approach does contain some essential features regarding charge transport in organic materials, which is embodied not only in reasonable temperature dependence but also in quantitative description of the room-temperature mobility.\(^{5–7,11–15,23,25,46–49}\)

![FIG. 7. Hole transfer rate ($k$) and 3D averaged hole mobility ($\mu$) in tetracene as a function of temperature obtained from the present quantum theory. The hole transfer rate is obtained from the tetracene dimer with the largest electronic coupling.](image-url)
IV. CONCLUSION
To conclude, a quantum-mechanical CT approach that couples first-principles DFT calculations with a random-walk simulation was used to study the temperature dependence of the 3D averaged hole mobility of rubrene and tetracene. Meanwhile, the average mobility in the 2D simulation is used as a rough estimation of the mobility in thin films due to the isotropic transport property. Nuclear tunneling effects are found to be very important in understanding the carrier transport in these organic materials. Bandlike behaviors are obtained for a wide range of temperature in both systems.

The room-temperature mobility and the bandlike behaviors predicted by our approach are both in good agreement with recent experiments.
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